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Widths and entropy numbers of the classes of periodic
functions of one and several variables in the space B,

Pozharska K.V.">™, Romanyuk A.S.!, Romanyuk V.S.!

Exact-order estimates are obtained for the entropy numbers and several types of widths (Kol-
mogorov, linear, trigonometric and orthowidth) for the Sobolev and Nikol'skii-Besov classes of one
and several variables in the space Bqll, 1 < g < oo. It is shown, that in the multivariate case, in
contrast to the univariate, the obtained estimates differ in order from the corresponding estimates
in the space L.
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Introduction

In the paper, the exact-order estimates are obtained for the entropy numbers and several
types of widths (Kolmogorov, linear, trigonometric and orthowidth) for the Sobolev W}, , and
Nikol’skii-Besov By, , classes of one and several variables in the space B;1, 1 < g < oo, the
norm in which is stronger than the L,-norm. As it was indicated in [6,8,9,21-27], a motivation
to investigate different approximation characteristics on the mentioned function classes and
their generalizations in the space B, 1, 4 € {1, 0}, was the fact, that in some cases the question
on the exact-order estimates of these characteristics in the space Ly, g € {1, 00}, still remains
open. The analogical situation is observed in the Lebesque spaces L, for 1 < g < oo (see [5,20]).

The paper consists of two parts.

In the first part, the main attention is focused on getting the exact-order estimates for the
Kolmogorov widths and entropy numbers of the Sobolev classes Wy, , of periodic functions of
one and several variables in the space B ; for some relations between the parameters p and 4.
As the consequences from the obtained and known before results, we get the orders for the
linear and trigonometric widths of the mentioned functional classes in the spaces B;;. As a
complement, we obtain the exact-order estimates of the entropy numbers and Kolmogorov
widths of the Nikol’skii classes H;, 2 < p < oo, of periodic multivariate functions (d > 2) in
the space By, 1. Note, that in the space L for d > 2 the order of these characteristics of the
classes H;, 1 < p < oo, still remains unknown (see [5, Open Problems 4.2, 6.3]).
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The second part of the paper is devoted to obtaining the exact-order estimates for the or-
thowidths of the classes B;/Q and W;/a, as well as close to them characteristics in the spaces
Bq,l , 1< q < oo.

The obtained results complement and generalize the known statements for the classes Wy ,
and Bl’w, that were earlier proved in the spaces L, for 1 < g < co and B;1,9 € {1, 0}, in the
papers [2,3,6-10,13,21-27,30]. Here one can find a more detailed bibliography.

1 Definitions of the functional classes and spaces B, ;

LetR?, d > 1, be an Euclidean space with elements x = (x1, ..., x;) and the scalar product
(x,y) = x1y1+ -+ x4y By Ly := L,(T?), T¢ = H 110, 2m),1 < p < oo, we denote the
space of functions f(x), which are 27-periodic in each Var1able and for which

Il = 171, = (@0 [ lepax)” <o, 15p <o,
Il = 1l = e555upcqa [f )] < o9, p = o

We further restrict ourself in considering only those functions f € L, that satisfy the
condition

27
; f(x)dx; =0 ae, j=1,...,d

The respective set is denoted by L0
First, we define the functional class Wy, », which is investigated in the paper.
Let F,(x, o) be a multidimensional analogue of the Bernoulli kernel, i.e. forr, « € RY, ri >0,

jzl,...,d,xEleet

E( —2d Z Hk cos< “;n).

keNd j=

Then by W) ,, 1 < p < oo, we denote the class of functions f of the form

f2) = 9() x E(m) = 20) 0 [ g(u)Ei(x—y,m)dy,

where ¢ € L?,, ll@lly <1, and * is an operation of convolution.

In what follows, we define the Nikol’skii-Besov functional classes B;le. In will be convenient
for us to use the corresponding characterisations in terms of dyadic decompositions of the
Fourier transform (see [16, Remark 2.1]).

Let Vi(t),t € R, € N, denotes the de la Vallée-Poussin kernel of the form

P""

2]—-1 k—1
Vi(t) —1+ZZcoskt+2 ) <1——>COSkt,
=1 k=1+1 !

where for I = 1 we assume that the third term equals to zero.
We associate each vector s € IN? with the polynomial

d
As(x) =TT (Vi (x7) = Vg 1(x)
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Then, for1 < p < oo, r € RY, ri>0,j=1,.. ., d, the classes B;/Q can be defined as follows

1/0
po = {f: £l == < Yy 2m8 HAs(f)ug) < 1}, 1<0< oo,

seIN9

Bl = Hy = {f 1£1IB;,., := sup Z(S'T)HAS(f)Hp < 1}~

s€IN4

Note, in the case 1 < p < oo, the norm of the classes By, ¢ can be equivalently defined in
terms of binary “blocks” of the Fourier series of the functions f & Lg.
For vectors s € IN?, we set

p(s):={kez®: 251 < |k| <2%,j=1,...,d}

and for f € Lg we denote

-~

Os(f) = 0s(f,x) =Y flk)e'™),

kep(s)

where f(k) = Jpa f (t)e~(kt)dt are the Fourier coefficients of the function f.
Hence, let1 < p < oo, r € R4, rp > 0,j =1,...,d. Then we can define the norm as
follows [1,16]

1/6
HfHB;,ex(Zz(s"wnas(f)ui) , 1<6 <o,

s€IN4

1115, = sup 257155 (F)1l-
seIN?

Here and in what follows, for positive quantities 2 and b, we use the notation a < b, that
means that there exist positive constants C;, C,, that do not depend on one essential parameter
in the values of a4, b, and such that Cia < b (we write 4 < b) and Coa > b (denoted by a > b).
All constants C;, i = 1,2,. .., in this paper may depend only on the parameters contained in
the definition of the function class, the metric in which we estimate the approximation error,
and the dimension of the space R".

Concerning the defined above classes, we note the existing embeddings, that hold for all
r,u < le,rj >0,j=1,...,d, namely

r T r
B, CWh, CB, 1<p<2,

r T r
p2 CWpa CBpp 25 p<oo

Wi, C By =H, 1<p<oco.

p,o —

In particular, for p = 6 = 2 it holds
5,& C BE,Z C Wg,a'

In the following considerations, we assume that coordinates of the vector r € R in the
defined classes are ordered such that 0 < ry =1, = --- =1, < 1,41 < --- < 1y, and also
that ¢ € R? is a vector with the coordinates v = r]-/ r,j=1,...,d. Besides, ¢ € RY, where
'y; =v;=1ifj=1,...,vand1 < ’y} <qvjifj=v+1,...,4d

For a finite set 9, by |91| we denote the number of its elements.
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Now we formulate a definition of the norm || - ||, in the subspaces By1, 1 < q < oo, of
functions f € Lg.

For trigonometric polynomials t with respect to the multiple trigonometric system
{elk*)}, _q, the norm ||| B, is defined by the formula

£,y == Y NAs(t)lly.

s€IN4

Note, that the sum above contains a finite number of terms.
Similarly we define the norm || f|| B,y 1 < q < oo, for all functions f € Lg such that the
series ) .o || As(f)|lg is convergent.

Note, that in the case 1 < g < co it holds

11, = 3 16:(H)lq-

seIN4

For f € B;1,1 < g < oo, the following relations hold:

Ifllg < N fllByar [1f1By, < 1 £1lB,, < [ fllBes-

2 Approximation characteristics and auxiliary statements

Let X be a Banach space with the norm || - ||. For a compactset A C X andy € X, R > 0,
we put Bx(y,R) := {x € X: |[x —y||lx < R}, i.e. define the ball Byx(y,R) in X of radius R
centered at the point y.

For k € IN, the quantity (see, e.g., [11])

ok
er(A,X) = inf{e >0:3y,.., ¥ eX: AC U Bx(yj,e)}
j=1
is called the kth entropy number of the set A in the space X.
Let Y be a normed space with the norm || - ||y, £(Y) be a set of subspaces of dimension at
most M in the space Y, and W be a centrally-symmetric set in Y.
The quantity
dyy(W,Y) := inf sup inf |lw—u 1
u(W,9) = inf sup inf lw—uly 0
is called the Kolmogorov M-width of the set W in the space Y.
The width dj (W, Y) was introduced in 1936 by A.N. Kolmogorov [15].
Let Y and Z be normed spaces and £(Y,Z) be a set of linear continuous mappings of Y
into Z.
The quantity
AvM(W,Y) := inf  sup |[w — Aw||y

Lyelm(Y) wew
AEE(H,LM)

is called the linear M-width of the set W in the space Y.
The width Ap(W, Y) was introduced in 1960 by V.M. Tikhomirov [34].
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The following approximation characteristic was introduced by R.S. Ismagilov [12]. So, let
eithery = LyorY = Bj1,1<q < oo, and F C Y be some functional class. The trigonometric
M-width of the class F in the space Y (denoted by d},(F,Y)) is defined by the formula

dy(F,Y) = inf sup _ inf ||f( ) = HOQm; ) [ly,

M feF HQppx
where

M
QM/ Z / S IRd/

Qp = {kl, e, kM} is a set of vectors k/ € Zd, ¢ be arbitrary complex numbers, j = 1,..., M.
Let {ui}fi ; be an orthonormal in the space L, system of functions u; € Lo, i = 1,..., M.
Each function f € Lj, 1 < g < o0, we putinto the correspondence the approximation aggregate
of the form Y™, (f,u;)u;, i.e. an orthogonal projection of the function f onto the subspace,
generated by the system of functions {u;}M .
If F C Ly, then the quantity

d+(F,L,) ;= inf su
u q) {u;}M, feII»?Hf Z

is called the orthowidth (the Fourier widths) of the class F in the space L;. The width d ]%4 (F,Ly)
was introduced by V.N. Temlyakov [28]. Besides, V.N. Temlyakov [29] considered close to the
Fourier width quantity d%,(F, L;), which is defined by the formula

dB (F,L,):= inf su — Gfll,. 2
M( q) Gelm(B), feFﬂg(G) Hf f”q (2)

Here Lys(B),; denotes a set of linear operators, that satisfy the following conditions:

a) the domain D(G) of these operators contains all trigonometric polynomials, and their
range is contained in a subset of the space L, of dimension M;

b) there exists such number B > 1 that for all vectors k € 7% it holds

|Ge'*¥)||, < B.

Note, that to Lys(1)2 belong operators of an orthogonal projection into the subspaces of
dimension M of the space L, as well as operators, defined on an orthonormal system of func-
tions by a multiplier determined by such sequence {A; };c that [A;| < 1foralll € IN.

Let either Y = Lyor Y = Bj1,1<g < oo Then the approximation characteristics (1), (2) of
the classes F C Y relate as follows:

dm(F,Y) < diy(F,Y) < dy(FY),
dm(F,Y) < Am(F,Y) < dy(F,Y), (3)
du(F,Y) < di(F,Y).

Note also, that the quantities (1), (2) on the Sobolev classes W) and Nikol’skii-Besov
classes B} o in the spaces Ly, 1 < g < oo, were extensively studied. For the corresponding
bibliography, we refer to the monographs [5,20,29,31, 33, 35]. Concerning the results of inves-
tigation of these quantities in the spaces B 1, see the papers [2,3,13,21-24,30].
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Let us formulate some known statements that we will use in further argumentation.
A corollary from one of the B. Carl inequalities [4] is the following statement.

Lemma A ([14,32]). Let X be a compact set in a separable Banach space X. Assume that for a
pair of numbers (a,b), where eithera > 0,b € R ora =0, b < 0, the relations

Ay (K, X) < M~ "(logM)?,  £p(%, %) > M~ *(log M)*
are true. Then it holds
en (%, X0) < dp (K, X) < M~*(log M)°.
Lemma B ([29]). Lets € N%, v € RY, v >0,j=1,...,d and ' € RY is such that vy; = 'y] =1
forj=1,...,vand1 < 'y; < ;i forj =v+ 1,...,d. Then for « > 0 the following estimate
holds
Z 2= a(s,y) — 2~ lelv 1
(s,")>1

Theorem A ([22]). Letd > 1,2 < p < oo, r1 > 1/2. Then fora € RY it holds

eM(W 4 Boo1) < dp(W) 5, Boog) < M~ (log" ™! M) 1/2,

Theorem B ([21]). Letd > 1,1 < p < 00,11 > 0. Then fora € R4 it holds

em(W) 4, Bi1) = dp(W),, Bi1) < M1 (log" " M) +1/2,

Theorem C. Letd > 1,1 < g < p <oo,r; > 0. Then fora € R? it holds

em(W o, Lg) < dyg(Wy o, L) < M~ (log" " M)". (4)

The history of investigation of the quantity ey (W} ,, Lg) under the conditions of Theorem C
can be found in [5, Theorem 6.2.1]. The estimates of the Kolmogorov widths with corres-

ponding comments are also given in [5, Theorem 4.3.1].
Theorem D. Letd > 1,1 < g <p <oo,r; >0. Then fora € R? it holds
AM(W) o, Lg) < dyg (W5 4, Lg) < M~ (log" ™! M)"™. (5)

The estimate of the linear widths Ay (W}, 4, Lg) in (5) with Corresponding comments is given

n [5, Theorem 4.5.1]. Concerning the trigonometric width d} (W, b ar Lq), we note that its up-
per estimate is realized by the approximation of functions from the classes Wy, , by their step
hyperbolic Fourier sums [5, Theorem 4.3.5]. The corresponding lower estimate is a corollary
from the estimate of the Kolmogorov width (see Theorem C).

Theorem E ([3]). Letd > 1,71 > 1/2. Then it holds
em(H3, Boo1) < dy(Hb, Boog) < M1 (log" ! M) L,
Theorem F ([21]). Letd > 1,1 < p < o0,1 <6 < 0o, > 0. Then it holds
SM(B;’(), Bl,l) = dM(B;’(), Bl,l) =M (logv_l M)rﬁ—l—l/@‘

Theorem G. Letd > 1,1 < g < p < oo, (g,p) ¢ {(1,1),(c0,0)}, 1 < 6 < o0 and
p* = min{2; p}. Then for r; > 0 it holds

dii(B}p, Lg) = djy(B} g, Lg) < M ™" (log! M)+(1/P =10, (6)

where a4 = max{a,0}.
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The estimates (6) in the case 1 < 6 < oo are obtained in [17-19], and for 8 = o9, i.e. for the
classes H;, in [30].
The corresponding statement for the classes Wy, , has the following form.

Theorem H ([30]). Letd > 1,1 < g < p < oo, (q,p) & {(1,1),(c0,00)}. Then for a € R¥ it
holds
dag(Wh o, L) < d5(Wh , Ly) =< M1 (log" ! M)".

p.es p.es

3 Entropy numbers and widths

The following statement holds.

Theorem 1. Letd > 2 and eitherr; > 0,1 <p <2o0rr; >1/2,2 < p < c. Then forua € R it
holds
em(W) 5, Bp) < dig(Wy o, Bp1) < M7 (log"~t M) 172, )

Proof. In order to use Lemma A, we first prove the upper estimate for the Kolmogorov width
d M(Wﬁ,w By1) for 1 < p < 2. It will be convenient for us to prove the needed estimate in
a more general case, namely for the classes By, ,. Here we note the embedding W;,, C By,
1<p<2

Hence, let f be an arbitrary function form the class B;/Z, 1 < p < 2. Let us consider its
approximation polynomial of the form

(f) =S _y(fox):== ) &l(f.x),

5 ' %
Qn Qn (s,'y’)<n

where the number n € N is choosen according to the relation M < 2"nV~1.
The polynomial SQV/ (f) is called the step hyperbolic Fourier sum of the function f, and for

its number of harmonincs it holds

QY | = U o(s)| = o v—1

(s, )<n

Then, by the norm definition of the space By, 1, we can write

If =Sgy Dl = | L a0, = LT

(sy')=>n B gene

(s',y")>n : (8)
< Y Ay =T

(sy)=n

Further, using the Cauchy-Bunyakovsky inequality and Lemma B, we get

1/2 1/2
h§< y 22(5”)|!55(f)|\§) ( y 22<s,,>>
( (

sy’ ) >n sy )>n

©)

2
< Hf”B’2 < Z 2_271(5'7)> < 2—7171;,[(1/—1)/2.
g (sy)=n
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Hence, taking into account that M < 2"nV~!, and the relations (8), (9), we obtain

dM(B;,ZI Bp,l) < sup Hf -3 ,(f)HBp,l < annn(vfl)/Z -~ M (10gv71 M)r1+1/2_ (10)

”
f eB;l2 Qn

In view of the mentioned above embedding W}, , C lez, 1 < p < 2,(10) yields the required
estimate

A (W) o, By1) < du(By,, By1) < M "1(log" ' M)1H2, 1< p<2. (11)

p.s

Let2 < p < co. Then, by the relation || - |[p,, > || - [|5,, and Theorem A, we can write

(W4, Bp1) < dpt(Wy 4, Boot) < M~ (log! ™! M) +1/2,

p.xs
Concerning the lower estimate of the entropy numbers ey (W}, ,, B;,1), we note that it fol-

p.r
lows from Theorem B, i.e.

em(W5 ., Byp1) > em(W5,, Bi1) < M1 (log" ™~ M)"171/2, (12)

pas par
To complete the proof, we use Lemma A with respect to the estimates (11), (12), and get (7).
Theorem 1 is proved. 0

In addition to the obtained above result, let us formulate a statement that concerns the
univariate case, where for 2 < p < co we can weaken the restrictions on the parameter 1.

Theorem 1'. Letd =1,r1 > 0,1 < p < oo. Then for « € R it holds
SM(W;}M Bp,l) = dM(W;r)}ou Bp,l) = M—Vl_ (13)

Proof. The upper estimate for the width dy(Wyl, Bp,1) follows from [25, Corollary 1] as
M =< 2", ie.
2
dM(W;,}a, Bp,l) < dM(H;;l,Bp,l) < sup f - Z f(k)elkx
feH,! k=—2"

=27 < M. (14)

pl

B

The lower estimate for the entropy numbers & M(W;},x, By,1) follows from Theorem C for
v =1and the inequality || - |[5,, > || - [/, i.e.

SM(W;},X, Bp,l) > SM(WZ},X, Lp) = M. (15)
Using Lemma A with respect to (14), (15), we get (13). Theorem 1’ is proved. U

Remark 1. Comparing the estimate (4) for p = q, d > 2 with (7), we see that under the con-
ditions of Theorem 1 on the parameters p and ry the estimates of the respective characteristics
of the classes Wy, , differ in order by the factor log(v_l)/ 2 M. In the univariate case, we have
a different situation, namely, the considered approximation characteristics of the classes W;},x
in the spaces L), (Theorem C) and B, (Theorem 1') coincide in order.

It is also worth noting another detail, which appeared to be specific for the Kolmogorov
width of the classes W;,a in the space B, ford > 2.

While getting the upper estimate for the quantity dy (W}, ., Bp,1), we obtained that in the
case 1 < p < 2 itis realized by a subspace of trigonometric polynomials with “numbers”
of harmonics from the step hyperbolic cross QZ/, where the numbers n and M relate
as M = 2"'nv—1,
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In contrast, in the case 2 < p < oo, we are not aware of the M-dimensional subspaces that
realize the obtained orders of the Kolmogorov widths of the classes Wy, , in the space B, 1. Due
to this fact, we recall that in the space L, the above mentioned subsets of trigonometric poly-
nomials are optimal from the point of view of orders of the Kolmogorov width dp(Wy,,, L)
forall 1 < p < oo.

In what follows, we formulate two corollaries from Theorems 1 and 1/, which concern the
estimates of the linear and trigonometric width of the classes Wy , in the space By, ;.

Corollary 1. Letd > 2,1 < p <2,r; > 0. Then fora € R it holds
Am(W? , Bp1) = dyy (W5, Bp1) < M1 (log" ' M)"1 /2, (16)

p.a’ pas

Proof. The upper estimates for both of the width are obtained by an approximation of functions
f € Wy , by trigonometric polynomials S ./ (f) as M =< 2" n'~1. The corresponding arguments

n

were used while proving Theorem 1.
The lower estimates in (16) follow from the estimate of the Kolmogorov width
dpm(Wha Bpa), 1 < p < 2, obtained in Theorem 1, and the relations (3). Corollary 1 is

proved. O

To complement this, let us formulate one more corollary concerning the univariate case,
where it appeared possible to cover the relation 2 < p < co.

Corollary 1. Letd =1,1 < p < co,r; > 0. Then for « € R it holds
At (Wisa, Bpr) = dyg(Wpla, Bpa) =< M. (17)

Proof. The upper estimates in (17) are realized by approximation of functions from the classes
Hy' by the Fourier sums of respective order and the embedding W, C H}' (see [25, Theo-
rem 1]). The lower estimates for both of the widths follow from the estimate of the Kolmogorov
width dp(Wpl, B,1) obtained in (13) and the relations (3). Corollary 1’ is proved. O

Remark 2. Comparing Corollaries 1 and 1’ with the corresponding statements in the space L,
(Theorem D), we come to the conclusion that the considered in these spaces approximation
characteristics have equal orders only either in the univariate case or forv =1 .

Theorem 2. Letd > 2,1 < g < p < oo and eitherr; > 0,1 <g<2o0rry >1/2,2<g < oo.
Then for « € R? it holds

em(Wh ,, Bg1) = dy (W5, Bg1) < M1 (log" ™! M) /2, (18)

pas pas

Proof. As in proof of Theorem 1, in order to use Lemma A, we first get the upper estimates for
the width dM (W;,DU Bq,l ) .

For this, let us consider several cases.

a) Let 1 < ¢ < p < 2. Then, taking into account the inequality || - |5, < || - [|5,, and using
the corresponding estimate from Theorem 1, we can write

dM(Wr Bq,l) < dM(Wr Bp,l) =M (logil M)r1+1/2. (19)

pws pas
b)Letl <gq <2 <p < oo. Inview of W;, C W;, and the estimate (19) in the case p = 2,

we have
dp(W5 g, Bg1) < dm(W5,, Bg1) < M "1(log" ! M) H1/2,

p.s
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c)Let2 < g < p < 0. Since in this case || - || << | - HBM, from Theorem 1 we obtain

dM(Wp 24 Bq 1) << dM(W; OUB ) M*rl (IOgV71 M)r1+1/2.

Concerning the lower estimate for the entropy numbers &1 (Wy 4, B;,1), we note that it fol-
lows as a corollary from Theorem B, i.e.

em(W} 5, Bg1) > ep(W) o, B11) < M " (log" " M) 172, (20)

Hence, using Lemma A with respect to the estimates (19), (20), we get (18). Theorem 2 is
proved. O

Further we complement the obtained result by considering the univariate case, where for
2 < g < oo it appeared possible to weaken the restrictions on the parameter r;.

Theorem 2'. Letd =1,1 < q < p < o0o,r; > 0. Then for « € R it holds
em(Wik, Bg1) = dy(Wply, By1) =< M7, (21)
Proof. The upper estimate of the width dp (W, By 1) follows from Theorem 1’ i.e
dm(Wpla, Bg1) < dp(Wpla, By1) < M7, (22)

The lower estimate in (21) for the entropy numbers €,;(W,, B, 1) follows from Theorem B
and the relation [| - |5, > || - [|p,,, i-e.

(Wp s Bg1) > sM(WZ},X, Bij) <M. (23)
Using Lemma A to (22) and (23), we get (21). Theorem 2’ is proved. O
Remark 3. In the case q = 1, the relations (18) and (21) are obtained in [21] (see Theorem B).

Remark 4. Comparing the results of Theorems 2, 2’ and C under the respective values of the
parameter r1, we see that the considered approximation characteristics of the classes Wy, , in
the spaces B, 1 and L, forv # 1 differ in order.

Corollary 2. Letd >2,1<g<p < o,q <2, > 0. Then fora € R? it holds

AM(W 4, Bg1) =< dpy (W), By1) < M1 (log"~ ! M) H1/2, (24)

Proof. The upper estimates for both of the width are proved using Corollary 1. Let us consider
two cases.

a) Let 1 < ¢ < p < 2. Then, taking into account the inequality || - |5, < |- [[5,, and the
estimate (16) for the linear width, we obtain

Ami(W2 4, Bo1) << Ani(Whg, By1) = M7 (log" ! M)"1+3, (25)

P par

The same estimate, by (16), holds also for the trigonometric width, i.e.
Ay (W) By1) < dpg(Wy o, Bp1) =< M ™" (log"™! M)+, (26)
b) Let1 < g < 2 < p < co. Taking into account that in this case W, C W], and
the estimates (25) and (26) for p = 2, we get the required estimates for the corresponding
quantities from above.
The lower estimates in (24) follow from the estimate dy(W} ,, B11) of the Kolmogorov

poas
width (see Theorem B) and the relations (3). Corollary 2 is proved. O
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Let us formulate a corollary for the univariate case, that covers also the case g4 > 2.
Corollary 2’. Letd =1,1 < g < p < oo, r; > 0. Then for « € R it holds
Am(Wpk, By1) < dpg(Wpla, Bg) =< M7 (27)

Proof. The upper estimate in (27) follow from (17) and the relation || - |5, < |- ||5,,- The
corresponding lower estimates are the corollaries from the estimate of the Kolmogorov width
dm(Wpk, B1,1) (Theorem B) and the relations (3). Corollary 2’ is proved. O

Remark 5. Comparing the estimates (24) and (27) with the result of Theorem D, we see that
the corresponding approximation characteristics of the classes Wy, , have equal orders in the
spaces B, 1 and L, only either in the univariate case or forv = 1.

To conclude this part of the paper, let us prove the statement that concerns the Nikol’skii
classes Hj, and that extends the result of Theorem E from the classes Hj into the classes
H,, 2 <p <oco.

The following statement holds.

Theorem 3. Letd > 1,71 > 1/2. Then for2 < p < oo it holds
em(Hp, Beo1) < dpt(Hp, Beo1) < M1 (log" ™" M)+, (28)

Note, that for the case p = oo the relations (28) were obtained in [22], and for p = 2, as it
was already mentioned, in Theorem E.

Proof. Inview of H, C Hj, 2 < p < oo, using the result of Theorem E, we can write the upper
estimate for the Kolmogorov width dy(H}, B, 1), namely

dpm(Hy, Boop) < dp(Hp, Boop) < M7 (log" " M), (29)

The lower estimate of the entropy numbers ¢ M(H;, B 1) is a corollary from [30, Theo-
rem 2.2] (see the remark), where it was proved that

em(HY, B11) > M (log" ' M)+, (30)

Hence, since Hj, D H{, and || - [|,,; > || - ||, ,, according to (30) we have
em(H), Boo1) > em(HL, Brp) < M ™" (log" ™! M)+, (31)
To conclude the proof of Theorem 3, we use Lemma A to (29) and (31) and get (28). 0

Let us comment on the obtained result.

A statement, that corresponds to Theorem 3 in the space Lo, is known only for two dimen-
sions: d = 1 and d = 2 . For convenience, let us recall these estimates.

Let d = 1. Then the following relations hold

1
SM(H?,LOO) = dM(H;;l,LOO) =M, 2< p<oo, 13> 5

that are obtained by using Lemma A to the upper estimate of the Kolmogorov width
dm(H}', L) (see [31, Chapter 1, Theorem 4.1]) and the corresponding lower estimate of the
entropy numbers ¢((He, L1) [30, Theorem 2.2].
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Forr = (r1,r1),r1 > 1/2,2 < p < o0, it is known that
M(Hy, Leo) < dpi(Hj, Leo) < M ™" (log M)+, (32)

The history of obtaining these estimates can be found in [5, Theorems 4.3.14, 6.3.4].

Hence, comparing (28) with (32), we see that for the dimensions d = 1 and d = 2 the cor-
responding approximation characteristics of the classes H, in the spaces Lo and B, 1 coincide
in order.

Remark 6. A statement, analogical to Theorem 3, for the classes W; w2 < p < oo, isknown and

was proved for p = 2 in [3], and for 2 < p < co in [22]. We recalled this result in Theorem A.

4 Orthowidth and a close to it approximation characteristics

As it was already mentioned in Introduction, in this part of the paper we investigate or-
thowidths of the Nikol’skii-Besov classes B; g and Sobolev classes Wj, ,, as well as close to them
approximation characteristics, in the space B, for some relations between the parameters p

and g.
Theorem 4. Letd > 1,1 < p < 00,1 <8 < co. Then for r; > 0 it holds
d3i (B g, Bpa) = diy(By 5, Bp1) < M~ (log" ™! M) -1/, (33)

Proof. According to (3), it is sufficient to obtain the upper estimate in (33) for the orthowidth
di (BT Y B,,1) and the lower estimate for the quantity dﬁ/I(B;,Q, By,1). Let us first consider the
cased > 2.

Let the numbers M and # relate as M = 2"n"~!. For a function f € By, o, we consider
the approximation polynomial SQZ/ (f), which, as indicated above, for M = 2"n"~! contains a
number of harmonics of order M.

Using similar arguments as in (8), we get that

Hf— A, < B 16l = (39)

v')<n P (sy)zn

B

To further estimate the quantity J,, let us consider two cases.
a) Let1 < 0 < oo. Then, by the Holder’s inequality with the power 6 (and its corresponding
modification for the case 6 = 1), using Lemma B, for 1/6 +1/6" = 1 we get

1/0 ) 1/6’
]zS< 3 2(5")"H5s(f)|!;‘l> ( Y zw)
( (

sy')>n sy')=n

1/6/
<<||fHB;IG< Yy, 2o f“l9> « 21y (v=1)(1-1/6)

(s,y")>n

b) Let 6 = oo. Then, by the fact that for f € B, ., it holds ||ds(f)||, < 2-(7), s € N9, and
again using Lemma B, we obtain

Jr < Z 27(5,1') <<2fnr1nv71. (35)
(sy)=n
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Further, combining (34), (35) and taking into account that M < 2"n"~1, we get the upper
estimate for the orthowidth d+, (B a1 (B, 0,67 Bp,l)r ie

dii (B g, Bpa) < M7 (log" ™! M) H11/E, (36)

Let further d = 1. Then the upper estimate of the orthowidth d; (B’ o "or

approximating the functions f € B plg by their partial Fourier sums [25, Theorem 1]. It takes
the form

By,1) is obtained by

M

dﬁ(B:}/e, By1) < Su? (x) — Z f(k)eikx
feBp{G k=—M

= M,

pA

B

To conclude the proof, let us note that the lower estimate for the quantity d%/ (Bl’7 or Bp) for
d > 1 follows from Theorem F and the relations

dyi (B g, By1) > dyg(By g, Bi1) > du (B, Bip) < M7 (log" ! M)1T1=1/e 0 (37)

Hence, combining (36), (37), we derive (33). Theorem 4 is proved. O

Further, applying the obtained in Theorem 4 result, let us get the estimates of the corre-
sponding characteristics for the Sobolev classes Wy, , .

Theorem 5. Letr; > 0 and either1 < p < co ford =1or1 < p < 2 ford > 2. Then for & € R?
it holds

do (W' B,q1) =<dB (W' B,1) = M " (log" ' M)1+1/2, (38)
M\YVp,ar Dp, M\WVpur Dp, 24

Proof. The upper estimates for both of the characteristics are corollaries from Theorem 4.
So, ford = 1, puttingv =1, 8 = o0 in (33), for 1 < p < oo we get

dB (WptxrB ) < dM(Wprx/Bp1> <<dM( Bpl) M (39)
In the cased > 2and 1 < p < 2, we take into account that W}, , C B}, and use the estimate

(33) for 6 = 2. We obtain d+, (W; w Bpp) < di (B ( pZ’B 1) =xM™" (10g1/—1 M)n+1/2,

The lower estimate for the quantity d% (W bar Bp1) for d > 1 follows from Theorem B, in
view of

dy (W) o By) > dpg (W o, By1) < M7 (log" ! M) 1H1/2, (40)

Combining (39), (40), we obtain (38). Theorem 5 is proved. O

Remark 7. Comparing the results of Theorems 4 and 5 with the corresponding statements in
the space L, (Theorems G and H), we conclude the following.

In the multivariate case (d > 2), in contrast to the univariate, considered approximation
characteristics of both of the classes W, and By , difter in order in the spaces L, and By,
(except the valuesv = 1,0 = 1).

Theorem 6. Letd > 1,1 < g < p <o0,1 <6 < oo. Then for r; > 0 it holds
dy1(By g, By1) =< diy(B} g, By1) < M~ (log" ™! M) +1-1/8, (41)

Note, that for ¢ = 1 the order of the corresponding quantities is obtained in [24].
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Proof. The upper estimates for both of the approximation characteristics for p # oo follow from
Theorem 4 and the relation || - ||, < || - ||, In the case p = oo, the corresponding estimates
are corollaries from the proven one for p < co and the embedding Bf , C By g

The respective lower estimates in (41) follow from Theorem F and the relations

drg (B}, Bg1) = diy (B} 5, By1) > diyg (B}, Bi1) = da (B}, Bry) < M~ (log" ™! M) H171/¢,
Theorem 6 is proved. O
A corresponding to Theorem 6 statement for the classes Wy, , has the following form.

Theorem 7. Letr; > 0 and eitherl < g<p<ooford=1lorl<qg<p<oo,q<2ford>2.
Then for « € R it holds

dy1 (W} o, Bg1) < diy(Wr o, Bg1) < Mt (log" ™! M) /2, (42)

Proof. The upper estimates in (42) follow from Theorem 5. So, in the case d = 1, we get
A5 (Wi, Bg1) < dyg(Wply, Bo1) < dyp(Wpl, Bp1) < M7

Ifd > 2, then taking into account that Wy, , C Wy , and using the estimates (38), we obtain

the relations d% (W, - g1) < dy; (W; s ) < di (W;MB 1) xM™" (log”’l M)rit1/2,

The lower estimate of the quantity d% (W ( bar Bg1) follows from Theorem B, i.e. the relations

db (W, bar Bg1) > b mWhar Bi1) > dm(W),, Bii) < M1 (log"~* M)"1+1/2 hold. Theorem 7

is proved. U
Remark 8. Comparing the results of Theorems 6, 7 with he corresponding statements in the
space L, (see Theorems G, H), we see that in the multivariate case (d > 2) the considered
approximation characteristics in the spaces L, and B, | differ in order.
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OaepXaHO TOUHI 3a TOPSIAKOM OLIHKM €HTPOILMHMX UMceA i HM3KM IONepeUHNKiB (KOAMOTO-
POBCBKIIA, AiHIVHWMIL, TPUTOHOMETPUYHMIL Ta OpTononepevynnk) kaaciB CoboreBa Ta Hikoabcbkoro-
Becosa nepioanurmx dpyHxuiit oAHiel Ta 6araThox 3mMiHHMX y TIpocTOpi By 1, 1 < g < co. BusiBaeHo,
10 y 6araToBMMipHOMY BMUITaAKY, Ha IIPOTHUBAry OAHOBMMIpHOMY, BCTAHOBAEHI OLIHKM BiApi3HSIO-
ThCST 32 TIOPSIAKOM BiA BiATTOBIAHMX OLIHOK y Lg-IIpocTopi.

Kntouosi cnosa i ppasu: krac Coboaesa, kaac Hikoabcbkoro-becosa, eHTpomiliHe UlCAO, IOMepe-
UHMK.



